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Introduction

The Early Detection Research Network (EDRN) researches and develops 
biomarkers and technologies for the clinical application of early cancer de-
tection strategies. EDRN is an initiative of the National Cancer Institute 
(NCI) and brings together dozens of institutions to help accelerate the trans-
lation of biomarker information into clinical applications and to evaluate new 
ways of testing cancer in its earliest stages and for cancer risk.

Since its founding in April 2000‣, EDRN has fostered a highly collaborative, 
multiple disciplinary research venue to improve its techniques and methods. 
Informatics has been a core element of this collaboration. Computing tech-
nology and dense data dissemination have enabled the sharing, discovery, cor-
relation, and synthesis of cancer research knowledge in efficient and often 
novel ways.

Two components of EDRN, the Data Management and Coordinating Center 
(DMCC) run by Fred Hutchinson Cancer Research Center and the Informat-
ics Center (IC) run by NASA’s Jet Propulsion Laboratory (operated by the 
California Institute of Technology) have been at the forefront of EDRN’s 
informatics efforts. Together, the DMCC and the IC have developed and de-
ployed web-based applications that facilitate and foster the goals of the EDRN. 
Throughout all the phases of EDRN’s efforts, from preclinical exploratory, to 
clinical assay and validation, to retrospective longitudinal, to prospective 
screening, and to cancer control, EDRN’s informatics played pivotal roles.

Now, in 2006, EDRN plans to launch several pioneering new applications. 
However, in order to make such launches successful, EDRN recognizes the 
timeliness of establishing rigorous processes and metrics for software develop-
ment, deployment, testing, and maintenance. The previous ad hoc processes 
can no longer support nationwide software deployments in any reasonable 
fashion. After all, the quality of a system is influenced by the quality of the 
process used to acquire, develop, and maintain it‣.

Therefore, this document serves to establish those processes and metrics 
necessary for undertakings of this scale, to provide testing procedures, and to 
demonstrate how to install and maintain such software.
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How this Document is Organized
This document is grouped in major sections to first give overall requirements 
and system architecture, and then by major sections for each EDRN applica-
tion. The following list gives a summary of the major sections:

• Requirements gives background of the informatics projects and grounds 
them as well as future applications in a set of functional (and other) 
requirements. It also delineates the overall system architecture, providing 
context for each of the EDRN applications and their relationships.

• Public Portal describes installation, operations, and maintenance of the 
public facing EDRN website that enables EDRN members, non-members, 
and the general public to learn about EDRN’s efforts and utilize various 
web-based applications.

• Catalog and Archive Service describes eCAS, the distributed system for 
saving and indexing scientific data at any stage in the collection pipeline.

• Biomarker Database tells how to install, operate, and maintain the 
centralized database of biomarkers that enables researchers to track the 
progress of biomarker development.

• Virtual Specimen Bank gives installation, maintenance, and other advice on 
the EDRN Resource Network Exchange, ERNE, the virtual specimen 
bank application.

• Secure Site tells how to install and maintain the members-only EDRN web 
site.

• Study Management tells how to operate and maintain the Virtual Study 
Information Management System, VSIMS.

Intended Audience
Those who are tasked with developing or maintaining any of the EDRN ap-
plications will want to understand the Requirements section as well as the spe-
cific sections dealing with the applications of interest. For example, a re-
searcher intending to install an eCAS system will want to read both the Re-
quirements and Catalog and Archive Service sections.
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Requirements

In this section, we’ll give background on EDRN’s informatics projects, dis-
cuss the general requirements for EDRN’s current and future applications, 
and look at the overall system architecture out of which we can use in-
teroperating applications to construct an entire system architecture.

Background
When the Early Detection Implementation Group proposed the concept for 
the Early Detection Research Network, one of the constituent parts of the 
program was a Data Management and Coordinating Center (DMCC)‣.  The 
DMCC provides statistical, computational, and logistical, support to EDRN 
including study design consultation, data analysis, and meeting coordination. 
In addition, the DMCC develops web applications to serve EDRN.

In 2002, the National Cancer Institute (NCI) entered into an interagency 
agreement with the National Aeronautics and Space Administration (NASA), 
specifically NASA’s Jet Propulsion Laboratory (JPL), operated by the Califor-
nia Institute of Technology. Using software developed by JPL to manage as-
trophysical, planetary, and astronomical science, EDRN worked with JPL to 
deploy a next-generation collaborative system called the EDRN Resource 
Network Exchange (ERNE)‣. ERNE created a virtual specimen bank by dy-
namically unifying existing specimen repositories at participating EDRN 
sites. It was to be the first in a series of joint efforts towards improving and 
pioneering informatics.

Since then, EDRN has declared JPL its Informatics Center, supporting the 
DMCC and the rest of EDRN in its informatics efforts. Indeed, this very 
document was authored by the Informatics Center.

Developing Informatics Applications
The relationship that JPL has provided to EDRN has been fruitful, and in-
deed, the Informatics Center has developed and assisted in the development 
of additional informatics applications.

While the DMCC began development of the Virtual Study Information 
Management System (VSIMS), the Informatics Center retrofitted an existing 
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artifact tracking system‣ to serve as the issue tracker for VSIMS. The Infor-
matics Center also assisted with the development of the EDRN Common 
Data Elements (CDEs) and with bringing additional ERNE sites online.

Providing a Public Image
EDRN turned to the Informatics Center to architect and deploy the EDRN 
Public Portal, a public website‣ that enables all classes of users, from EDRN 
member scientists, to potential collaborators, to cancer patients and advo-
cates, and the curious public to learn more about EDRN, its various pro-
grams, funding opportunities, publications, tools, and more. With timely in-
formation housed by the DMCC for EDRN’s members-only website, the 
triple effort of DMCC, National Cancer Institute, and Informatics Center 
made the public portal a reality.

Through the vehicle of the public portal, the Informatics Center hopes to 
deploy a pioneering set of new informatics applications.

Supporting Science
Drawing upon its experience with cataloging and archiving data from space 
missions, the Informatics Center at JPL began architecting and developing a 
new generation of applications to support cancer research within the EDRN. 
These developments include the EDRN Catalog and Archive Service (eCAS) 
and the Biomarker Database. In parallel, the DMCC has been perfecting 
VSIMS and developing additional applications.

Unifying these disparate applications are the EDRN CDEs.  Through the 
CDEs, applications interchange data with a single, interoperable vocabulary. 
This prevents applications from becoming defunct with knowledge  stored in 
inaccessible silos. Moreover, automated correlation and synthesis of knowl-
edge is possible, as is unified and cross-discipline search and discovery.

Maturing the Model
The ad hoc nature of both the DMCC’s and Informatics Center’s software 
releases served EDRN well enough during its formative stages. When, for 
example, the DMCC must take down all of VSIMS in order to integrate a 
new study, such unavailability is usually tolerable.

However, with the imminent “first customer” releases of important new ap-
plications (eCAS and Biomarker Database), and the first major injection of 
applications into the EDRN Public Portal (a unified knowledge environ-
ment), the Informatics Center felt it was overdue in providing a mature set 
of release, installation, operation, and maintenance processes that would en-
sure the quality and availability of informatics software.
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This document serves to capture the release engineering processes, installa-
tion processes, maintenance processes, and other related information on 
EDRN’s software products.

Overall Requirements
This section presents, in no particular order, the requirements that apply in 
general to past, current, and future EDRN informatics applications.

Functional Requirements
Functional requirements are requirements that constrain as well as describe 
the features of EDRN informatics applications. The following list presents 
these requirements:

• Applications shall annotate all output data with the EDRN Common Data 
Elements (CDEs). By marking data with appropriate CDE metadata‣, 
applications ensure interoperability.

• Applications shall accept input annotated with the EDRN CDEs. The 
CDEs provide applications with an automated means of handling input. 
Where appropriate, applications may discard data not relevant to its 
function.

• Applications shall store persistent data annotated with the EDRN CDEs. 
By persisting data with CDE metadata, application developers can hope to 
recover knowledge in the event of catastrophic failures.

• Applications shall leverage asymmetric encryption for 
intercommunication, where appropriate. As these applications may deal 
with human subjects or other personally identifying data, encryption is a 
must. Encryption key length may be determined on a per-application basis.

• Applications shall authenticate and authorize users for access where such 
authentication and authorization are necessary.

• Applications shall leverage industry standards (such as TCP/IP, TLS, XML, 
and RDF) where appropriate.

Nonfunctional Requirements
Nonfunctional requirements constrain and describe those parts of applica-
tions not directly related to their functioning operation. The following list 
presents these requirements:

• Applications shall provide user interfaces (where appropriate) using web 
technologies. Web-based (browser, HTML, and HTTP) user interfaces 
automatically and transparently provide for remote control and a familiar 
feel for today’s users.
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• Applications shall respond to users’ requests rapidly. While we recognize 
that various application features and user demands will vary, we also 
acknowledge that users are far more pleased and more likely to re-use and 
recommend applications that feel zippy and quick. For web-based 
applications, a single second response time is optimal, while 10 seconds are 
the utmost upper limit‣.

• Desktop applications shall be portable where possible. Users’ preferences 
in hardware and operating system platforms vary greatly, and it is 
unreasonable to specify a reference platform for desktop software. As such, 
portability across platforms is a necessity. (For server-based software, we 
recognize that reference systems may be specified for certain performance 
and/or maintenance requirements.)

• Server-based applications shall be available at least 12 hours a day, 5 days a 
week (Monday through Friday).

• Applications shall provide single-click or wizard-based installation that 
poses a minimum number of questions upon users. Applications shall 
include supporting software where target platforms do not provide such 
software (for example, neither Python nor Java are standard on Windows 
systems, thus Windows-based installers must include them; both are 
available on Mac OS X systems, so such installers may omit them). This is 
an absolute requirement for desktop software; it is encouraged, but 
optional, for server-based software.

• Applications must provide documentation, such as (but not limited to) 
online help, hypertext, reference manuals, tutorials, user guides, and 
printed matter.

• Applications shall support distributed, federated, and centralized 
deployments as necessary.

• Applications shall adhere to Federal and state regulations including but not 
limited to Institutional Review Board (IRB), Department of Health and 
Human Services (DHHS), Federal Drug Administration (FDA), and  Health 
Insurance Portability and Accountability Act (HIPAA).

Application-Specific Requirements
Requirements for each EDRN informatics application are detailed within 
their sections.

Interoperability
A core requirement of every application within the entire knowledge envi-
ronment is interoperability. As stated above in the functional requirements all 
output data and all input data must be annotated with the common data ele-
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ments. This is a pivotal feature for interoperability and sharing of data be-
tween applications.

To annotate data with metadata, applications must leverage a standard for-
mat that uses the Common Data Elements. We therefore stipulate that the 
Resource Description Format (RDF)‣ be the technology to annotate data 
with metadata. RDF is a widely recognized standard for metadata and is fully 
compatible with the EDRN CDEs.

System Architecture
To support these general requirements, and to provide an infrastructure into 
which EDRN informatics applications—both present and future—can exist, 
the Informatics Center along with the DMCC have defined an overarching 
architecture consisting of both hardware and software platforms. This sec-
tion presents multiple views of the architecture in order to make it visible 
and understandable to the reader.

Component Overview
Several system components comprise the complete set of EDRN informatics 
applications. We call this set the EDRN Knowledge Environment (EKE). 
The EKE consists of separate yet interoperating applications that provide 
specific needs while enabling cross-correlation between study disciplines. 
The following diagram depicts the EKE:
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EDRN Knowledge Environment

Core Data

Participant DB

Protocol DB

CDE Repository

Characteristics of 
participants

Descriptions of 
protocols

Data elements

Distributed Specimen 
Databases

VSIMS

Study management and other 
tools

ERNE virtual 

specimen bank

Science data results

Biomarker DB

Biomarker research and 
phasing

eCAS science 

warehouse

Bioinformatics Tools

Public Portal

It consists of the following components:

• Core data is maintained by the DMCC and tracks participants, protocols, 
and other data (not shown). It also houses the CDEs and serves as the 
definitive source for CDE definitions. The DMCC must provide an RDFS 
interface to the CDEs.

• eCAS installation may be installed wherever appropriate (personal, 
workgroup, institution, all of EDRN).

• A single Biomarker Database tracks all biomarker research.

• ERNE installations at participating sites handle queries for specimen data. 
A single ERNE web application serves as the user interface to the entire 
network of ERNE sites.

• A single VSIMS manages study protocols and related data.

• The Public Portal gathers data from all the other applications and presents 
cross-correlative view of EDRN’s knowledge base.

• By publishing standard Application Programmer Interfaces (APIs), EDRN 
developers (outside of the DMCC and the Informatics Center) may create 
new bioinformatics tools that query the EKE.
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Deployment Model
The EDRN software products are deployed to two central locations and also 
to many participating EDRN sites.  The following diagram depicts the de-
ployment of the products on various hosts:

FHCRC, Seattle

compass.fhcrc.org

Secure 

Site
VSIMS

ginger.fhcrc.org

ERNE 

query 

page

A participating EDRN site

An ERNE Host

ERNE 

query 

handler

An eCAS Host

eCAS

NCI,  Rockville

edrn.nci.nih.gov

Public 

portal 

(ops)

Central 

eCAS

Biomarker 

DB (ops)

queries and retrieves specimen data

sends 

summaries 

to

sends 

public 

information 

to

publishes 

complete 

datasets to

sends 

summaries 

to

As shown, FHCRC runs two hosts (ginger.'crc.org and compass.'crc.org) 
and NCI runs a single host (edrn.nci.nih.gov). At FHCRC, three applications 
are installed: the ERNE query web page, VSIMS, and the members-only Se-
cure Site. There are also three applications at NCI: the Public Portal, the 
Biomarker Database, and the central eCAS.

Each participating EDRN site may then install either (or both, or neither) of 
an ERNE query handler (queried by the ERNE query web page) and any 
number of eCAS instances. These services may co-exist on a single host if 
necessary.

Release Engineering
The EDRN software products are built from large sets of pre-made compo-
nents that are glued together with snippets of code, configuration files, and 
other artifacts to make a complete application. Each application is stored in a 
source code control repository‣ and each release is tagged so that mainte-
nance of deployed products as well as development of new features may oc-
cur simultaneously.
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Up until now, there has been an ad hoc release schedule. Software releases 
were cut in the face of software demands, negotiated with potential users and 
management as needed.

Both the DMCC and the Informatics Center have resolved to make quarterly 
releases of software products. That is, four times a year, each of the applica-
tions (eCAS, ERNE, VSIMS, etc.) will have a new version released. Applica-
tions that have had no new enhancements or bug fixes are exempted from a 
release in any particular quarter.

Identifying Releases
Each application will have a numeric release identifier of the following for-
mat:

x.y.z

where x is a major release number, y is a minor release number, and z is a mi-
cro release number. The dots are merely separators; no decimal interpreta-
tion is intended. The interpretation of the numbers are as follows:

• Bug fixes and enhancements that do not alter existing APIs or function will 
be marked by increasing z, the micro release number.

• Major enhancements that may affect existing APIs or may alter 
compatibility with prior versions will be marked by increasing y, the minor 
release number.

• Major rewrites that irrevocably alter existing APIs and compatibility will be 
marked by increasing x, the major release number.

Prior to the official cutting of a release, internal identifiers may be used. 
These take the form of x.y.z as above, but also append a lowercase letter, 
typically sequentially a, b, c, and so forth. No official release may use such 
designations.
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Public Portal

EDRN’s Public Portal is likely the first glimpse into the Early Detection Re-
search Network that most people have. The Public Portal serves as a calling 
card, brochure, data sheet, white paper, and detailed reference to EDRN’s 
purpose, activities, funding opportunities, and more. It’s through the vehicle 
of the Public Portal that EDRN makes its successes, its collaborative poten-
tials, and indeed its very raison d ’être known.

Secondly, the Public Portal is a knowledge aggregator. All other EDRN appli-
cations publish their data to the Public Portal using the Resource Descrip-
tion Format (RDF), and the Public Portal collates all this data into a searcha-
ble index.
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Requirements
The requirements of EDRN’s Public Portal are as follows:

• The public portal shall be able to link to EDRN web resources that are not 
hosted on the same platform as the portal.

• The public portal shall share the same data resources used by other EDRN 
tools including member information, news, and protocol information.

• The public portal shall provide role-based access control for updating by 
multiple organizations including NCI’s Cancer Biomarkers Research 
Group (CBRG).

• The public portal shall have an uptime of 99.95% including maintenance 
time.

• The public portal shall support access of up to 20 concurrent users with 
typical response times being less than 5 seconds.
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• The public portal shall provide a publishing mechanism where published 
news can be reviewed prior to publication.

• The public portal shall support aging of news releases and announcements.

• The pubic portal shall be supported by major web browsers Safari, Firefox, 
and Opera.

• The public portal shall provide access to information about investigators, 
on-going studies, meetings, funding opportunities, working groups, 
scientific discoveries and release of public data sets, publicly available 
informatics tools, and news.

• Implementation of the public portal shall be done in a way as to enable 
operation by a separate hosting organization.

• The public portal shall provide single-sign on capability for EDRN 
Principal Investigators enabling access to other EDRN resources without 
having to re-login.

• The public portal shall enable access to EDRN informatics tools including 
ERNE and eCAS.

• The public portal shall be accessible via the URL http://cancer.gov/edrn/.

• The public portal shall have a look and feel similar to other cancer.gov 
websites.

• The public portal shall have procedures defined for startup, shutdown, and 
updates as part of a release description document for software releases.

• The public portal shall have a recovery time of two hours in the event of a 
minor catastrophe, such as minor hardware, network, and facilities 
problems.

• Basic information on the portal shall be available for update through an 
administrative interface.

• Extensions for the portal deployment shall be in place to enable new 
applications and hosting capabilities related to the portal (eCAS, etc).

• Software upgrades shall be available to the developer on a maximum of a 
week’s notice.

Component Specifications
The Public Portal is built on a hosting platform suitable for dynamic content 
websites. This section details the components of that platform.
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Hardware Platform
Terrapin Systems LLC‣ hosts and maintains the hardware that runs the Pub-
lic Portal. While the exact configuration of this platform is unknown, we pre-
sent the following recommended configuration. Should such time that NCI 
seeks an alternate hosting company or opts to self-host, this table will serve 
as the specification for the hardware.

Specification Implementation

Manufacturer Apple

Model Xserve

Form factor 1U rack mount

CPU Quad core (2×CPU) 3 GHz Intel Xeon 5100 
“Woodcrest”

Bus Independent 1.33 GHz frontside bus per processor

Memory 16 GB (4×4GB) 667 MHz DDR2 ECC FB-DIMMs

I/O Bus PCI Express and PCI-X

Network 2×1000BASE-T (Gigabit) Ethernet onboard

Main Storage 3×300 GB 15000 RPM (software RAID) hot-plug SAS 
drive modules with SMART

Optical storage DVD+R DL/DVD±RW/CD-RW

Other ports 2×Firewire 800, 1×Firewire 400, 2×USB 2.0, 1×RS232

Power supply Dual redundant 650 W hot-plug modules

This hardware platform should be mounted in a 4-post EIA standard rack in 
an appropriately cooled environment. Access to a major Internet backbone is 
preferred. The machine supports lights-out remote management and there-
fore operates “headless” (with no monitor). The operating system (Mac OS X 
Server) is pre-installed. Operators perform other software installations and 
management tasks using any combination of

• SSH2

• SNMP

• Apple Remote Desktop
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• Apple Server Monitor

Software Specifications
Support software must be installed on the Public Portal host system prior to 
installation of any of the EDRN software products. These prerequisite pack-
ages are detailed in the following table:

Package Version Source

Squid 2.6.4 http://squid-cache.org/

Python 2.4.3 http://python.org/

libjpeg 6b http://ijg.org/

FreeType 2 2.2.1 http://freetype.org/

PIL 1.1.5 http://www.pythonware.com/products/pil/
index.htm

Zope 2.9.5 http://zope.org/

Plone 2.5.1 http://plone.org/

CMFSin 0.6.1 http://plone.org/products/cmfsin

The EDRN public portal runs using the Plone Content Management System 
(CMS). Plone sits behind the Squid caching web proxy running in its accel-
erator mode. Browsers connect to squid using HTTP; Squid communicates 
with Plone using ICP (Internet Caching Protocol).

Installing the Prerequisite Software
To install the prerequisite software, the following configuration steps are rec-
ommended:

1. Install Python by downloading the Mac OS X installer disk image from 
http://python.org/download/releases/2.4.3/.  Open disk image and open 
the MacPython.mpkg icon.

2. Install Python onto the boot volume.  When finished, you may “eject” 
and discard the disk image.

3. Open Terminal, and create a temporary directory to act as a staging area: 
mkdir src; cd src

4. Add the newly installed Python to the execution PATH:

• For csh (and compatible) users: set path = ( /Library/Frameworks/
Python.framework/Versions/2.4/bin $path )

• For sh (and compatible) users: PATH=/Library/Frameworks/
Python.framework/Versions/2.4/bin:${PATH}
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5. Download and install libjpeg

• curl 'http://www.ijg.org/files/jpegsrc.v6b.tar.gz' | tar xzf -

• cd jpeg-6b

• ./configure; make; sudo make install

• cd ..; rm -rf jpeg-6b

6. Download and install FreeType 2:

• curl 'http://download.savannah.gnu.org/releases/freetype/
freetype-2.2.1.tar.bz2' | tar xjf -

• cd freetype-2.2.1

• ./configure; make; sudo make install

• cd ..; rm -rf freetype-2.2.1

7. Download and install PIL:

• curl 'http://effbot.org/downloads/Imaging-1.1.5.tar.gz' | tar xzf -

• cd Imaging-1.1.5

• python setup.py build; sudo python.py install

• cd ..; rm -rf Imaging-1.1.5

8. Download and install Zope:

• curl 'http://www.zope.org/Products/Zope/2.9.5/Zope-2.9.5-final.tgz' | tar xzf -

• cd Zope-2.9.5-final

• ./configure --prefix=/usr/local/zope-2.9.5 --with-python=/Library/
Frameworks/Python.framework/Versions/2.4/bin/python

• make; sudo make install

• cd ..; rm -rf Zope-2.9.5-final

9. Add Zope to the execution path:

• For csh (and compatible) users: set path = ( /usr/local/zope-2.9.5/bin 
$path ); rehash

• For sh (and compatible) users: PATH=/usr/local/zope-2.9.5/bin:${PATH}

10. Make a new Zope instance: sudo mkzopeinstance.py --dir /usr/local/edrn 
--user admin:s3cr3t

11. Set the default user for this instance to “nobody”:

• sudo echo zope-user nobody >> /usr/local/edrn/etc/zope.conf

12. Install Squid:
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• curl 'http://www.squid-cache.org/Versions/v2/2.6/
squid-2.6.STABLE4.tar.bz2' | tar xjf -

• cd squid-2.6.STABLE4

• ./configure; make; sudo make install

• cd ..; rm -rf squid-2.6.STABLE4

13. Configure Squid.

• Replace the contents of the file /usr/local/etc/squid.conf with http://

oodt.jpl.nasa.gov/repo/edrn/portal/trunk/src/conf/squid/squid.conf.

• Download the following files and place them in /usr/local/etc:

• http://oodt.jpl.nasa.gov/repo/edrn/portal/trunk/src/conf/squid/
iRedirector.py

• http://oodt.jpl.nasa.gov/repo/edrn/portal/trunk/src/conf/squid/
squidAcl.py

• http://oodt.jpl.nasa.gov/repo/edrn/portal/trunk/src/conf/squid/
squidRewriteRules.py

14. Initialize the Squid cache directories:

• sudo /usr/local/sbin/squid -z

15. Place Plone products into the Zope instance:

• cd /usr/local/edrn/Products

• curl 'http://easynews.dl.sourceforge.net/sourceforge/plone/Plone-2.5.1-
final.tar.gz' | sudo tar xzf -

• cd Plone-2.5.1

• sudo mv * ..

• cd ..; sudo rm -rf Plone-2.5.1

16. Place the CacheFu product into the Zope instance:

• cd /usr/local/edrn/Products/CacheFu

• sudo mv CacheSetup PageCacheManager CMFSquidTool 
PolicyHTTPCacheManager ..

17. Place the CMFSin product into the Zope instance:

• cd /usr/local/edrn/Products

• curl 'http://plone.org/products/cmfsin/releases/0.6.1/CMFSin-0.6.1.tar.gz' | 
sudo tar xzf -

18. Install launchd service initialization files by placing the two files refer-
enced below into /Library/LaunchDaemons:
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• http://oodt.jpl.nasa.gov/repo/edrn/portal/trunk/src/conf/LaunchDaemons/
EDRNSquid.plist

• http://oodt.jpl.nasa.gov/repo/edrn/portal/trunk/src/conf/LaunchDaemons/
EDRNZope.plist

19. Start Zope:

• sudo launchctl start gov.nih.nci.edrn.Zope

20. Using a browser, visit the Zope Management Interface (ZMI) at 
http://localhost:8080/manage logging in with user name admin and pass-
word s3cr3t.

21. From the ZMI, and add a new Plone Site object with the following 
parameters:
Parameter Setting

Id edrn

Title EDRN

Description The Early Detection Research Network.

Extension Profiles Archetypes

22. Visit the Plone site at http://localhost:8080/edrn/ and install CacheFu and 
CMFSin:

• Click Site Setup

• Click Add/Remove Products

• Check the box next to CMFSin 0.6.1

• Check the box next to CacheSetup 1.0.1

• Click the Install button

23. Start Squid:

• sudo launchctl start gov.nih.nci.edrn.Squid

24. Change the admin password in the ZMI to a secure password that only 
you know.

The prerequisite software should now be fully installed and ready for use. 
The next steps would be to test to ensure all prerequisites are functioning 
properly, and then to install the EDRN Public Portal products.

Testing the Prerequisite Software
Since there are many software components on which the Public Portal de-
pends, the installation must be tested before proceeding to install the EDRN 
Public Portal products. This section provides procedures for testing the in-
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stallation. If the installation procedure described above was followed rigor-
ously, then these tests should pass easily.

Follow these steps in order to test the prerequisite software:

1. Reboot the host computer.

2. Using a browser an a system external to the host, visit 
http://edrn.nci.nih.gov/.  If the Plone default page fails to appear:

• Check that Squid is running. If not, check the launchd log as well as the 
file /var/log/squid/squid.log to determine why it failed to start.

• Check that Zope is running. If not, check the launchd log as well as the 
file /usr/local/edrn/log/event.log to determine why it failed to start.

3. Click the log in link and log in using user name admin and the new ad-
ministrator password you set during installation.

4. Click the “Site Setup” link.  Ensure the bottom of the page under “Plone 
version overview” appears similarly to the following:

If these steps all pass, you’re now ready to install the EDRN Public Portal 
software products.

Installing the Public Portal Products
With a working Plone installation, you can install the products that comprise 
the EDRN public portal.  These products are provided by the Informatics 
Center as Zope products and are installed as other Zope products (by ex-
tracting them into the Products directory of the Zope instance).

There are three products that must be installed:

• EDRNPortalSkin. This product sets up the look and feel for the EDRN 
Public Portal, similar to that of other cancer.gov websites.
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• ERNE. This product provides an interface to the Virtual Specimen Bank 
from within the portal.

• EKE. This product provides the searchable index of all EDRN knowledge 
that other EDRN applications populate via RDF.

Installing the Products
To install the products, you check them out of the Informatics Center’s Sub-
version repository and into your /usr/local/edrn/Products directory. After 
starting the Zope server, you can then visit Plone’s “Add/Remove Products” 
page to install each one.

The following steps detail exactly what to do:

1. Shut down the Zope instance server:

• sudo launchctl stop gov.nih.nci.edrn.Zope

2. Go to the instance’s Product directory:

• cd /usr/local/edrn/Products

3. Check out the products:

• sudo svn checkout http://oodt.jpl.nasa.gov/repo/eke/trunk/src/plone/
{EDRNPortalSkin,ERNE,EKE}

4. Start the Zope instance server:

• sudo launchctl start gov.nih.nci.edrn.Zope

5. Visit the Site Setup at http://edrn.nci.nih.gov/plone_control_panel

• Log in when prompted

• Click Add/Remove Products

• Check the boxes next to EDRNPortalSkin, ERNE, and EKE.

• Click the Install button

Testing the Installation
To test if the EDRN software products that implement the Public Portal 
were successfully installed, perform the tests described in this section. The 
tests involve checking each of the products.

Checking the Portal Skin
The EDRNPortalSkin product provides the cancer.gov look and feel for the 
EDRN Public Portal. While it’s subjective to determine if the Public Portal 
happens to look like other cancer.gov websites, there are definite features of 
the portal that can be checked.
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To perform these checks, perform the following steps:

1. Visit http://edrn.nci.nih.gov/ with a browser

2. Confirm that the right-side of the page contains at least one article. If 
not, confirm that the DMCC is providing RSS feeds.

3. Click the Archives link under the right-side article.

4. Confirm that there is a history of articles. If not, confirm that the 
DMCC is providing RSS feeds.

Checking the ERNE Application
The ERNE product provides a a way to query a simulated ERNE deploy-
ment from within the Public Portal. It does so by populated the portal with 
simulated specimen records.

To test the ERNE Application, perform the following steps:

1. Visit http://edrn.nci.nih.gov/erne-search/ with a browser.

2. Click the Submit button at the bottom of the page.

3. Ensure that specimen results return from at least four sites.  Note that 
response may vary based on data population.  If no results are returned, 
check the server’s log in /usr/local/edrn/log/event.log to diagnose the 
problem; then repair the problem.

Checking the EDRN Knowledge Environment
The EKE product provides for the unified EDRN Knowledge Environment, 
an application that unifies EDRN’s data artifacts into a correlated 
knowledge-base. This lets researchers locate interesting data and find rela-
tionships they may not have realized existed, speeding scientific discovery.

To test the EDRN Knowledge Environment, it must first be loaded with en-
tity data. The central EDRN Catalog and Archive System is one such source 
of data.  Perform the following steps to test the EDRN Knowledge Envi-
ronment:

1. Visit http://edrn.nci.nih.gov/load/ with a browser.
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2. In the URL field, enter http://edrn.nci.nih.gov/filemgr/rdf?type=ALL and 
press the Submit button.

3. Ensure that either the “New entities created” or “Existing entities up-
dated” (or both) are greater than zero. If both are zero, check that the 
central EDRN Catalog and Archive System is running properly. If an er-
ror message appears, use it to diagnose and repair the problem.

4. Visit http://edrn.nci.nih.gov/search/index and enter “cancer” as a search 
term.

5. Ensure that more than one match appears. If no matches appear, check 
the file /usr/local/edrn/log/event.log for diagnostic messages and repair 
the problem.

Regular Maintenance
The EDRN Public Portal must undergo regular maintenance that ensures 
that, should a disastrous tragedy befall, the system could be restored rapidly. 
This section describes the routine maintenance that must occur.

Backups
Routine system dumps must be performed on the Public Portal software in 
order to maintain changes to the content which may occur daily (though so 
far such updates are far less frequent). While regular system dumps are cer-
tainly a necessary task for the hosting hardware, they are not sufficient for 
the software that supports the Public Portal.

There are four artifacts that must be backed up:

• The file /usr/local/edrn/etc/zope.conf

• The directory /usr/local/edrn/Products

• Any customizations to internationalization files that may have been made 
in /usr/local/edrn/var/i18n

• The Zope Object Database

Of the above, the first three may be backed up using standard system dump 
utilities. However, the Zope Object Database requires a specialized utility to 
back up. The artifacts produced by this utility may then be backed up with 
the standard system dump utilities.

To back up the Zope Object Database, we use the Repozo utility. A backup 
script is available at:

• http://oodt.jpl.nasa.gov/repo/edrn/portal/trunk/src/conf/LaunchDaemons/
PortalBackup.plist
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Install this file in /Library/LaunchDaemons. This will enable the system to 
begin full and incremental backups into /usr/local/edrn/var/backups auto-
matically.  The contents of this directory may be backed up in the usual way 
with the system dump utility.

For that directory and the /usr/local/edrn/etc/zope.conf file, the /usr/local/
edrn/Products directory, and the /usr/local/edrn/var/i18n directory, we rec-
ommend the following backup schedule:

• On Sunday of each week, run a full dump.

• Daily on Monday through Saturday, run an incremental dump.

• Once a year, remove a copy of the full dump to an off-site location. We 
recommend a safety deposit box at a Swiss bank which operates a branch 
office in Paris.
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Study Information Management

requirements, installation, operation, test, support guide here
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Catalog and Archive Service

requirements, installation, operation, test, support guide here
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Biomarker Database

requirements, installation, operation, test, support guide here
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Virtual Specimen Bank

ERNE here.
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Secure Site

secure site. VSIMS, secure web site, ERNE, and we need LDAP!
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Appendix
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